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Abstract. We consider timed automata whose clocks are imperfect. For a given perturbation error $0 < \varepsilon < 1$, the perturbed language of a timed automaton is obtained by letting its clocks change at a rate within the interval $[1 - \varepsilon, 1 + \varepsilon]$. We show that the perturbed language of a timed automaton with a single clock can be captured by a deterministic timed automaton. This leads to a decision procedure for the language inclusion problem for systems modeled as products of 1-clock automata with imperfect clocks. We also prove that determinization and decidability of language inclusion are not possible for multi-clock automata, even with perturbation.

1 Introduction

Traditional automata do not admit an explicit modeling of time and consequently timed automata [1] were introduced as a formal notation to model the behavior of real-time systems. Timed automata are finite automata extended with real-valued variables called clocks, whose vertices and edges are annotated with clock constraints that allow specification of constant bounds on delays among events. Timed automata accept timed languages consisting of sequences of events tagged with their occurrence times. Over the years, the formalism has been extensively studied leading to many results establishing connections to circuits and logic, and much progress has been made in developing verification algorithms, heuristics, and tools (see [2] for a recent survey and [3–5] for sample tools). The class of timed regular languages —languages definable by timed automata— is closed under union, intersection and projection, but not under complementation, and while language emptiness can be decided by symbolic algorithms manipulating clock constraints, decision problems such as universality and language inclusion are undecidable for timed automata [1].

The undecidability of language inclusion and nonclosure under complementation has motivated many researchers to search for ways to limit the expressiveness of timed automata (see for example [1, 6–12]). A canonical example of a timed regular language whose complement is not timed regular, is the language
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$L^1$ of timed words containing some two symbols separated exactly by 1 time unit. In fact, a single clock suffices to express $L^1$. Typical proofs of undecidability of language inclusion crucially use the language $L^1$. One way to avoid $L^1$ is to require that the automaton be deterministic: since there can be unboundedly many symbols in an interval of 1 time unit, nondeterminism is necessary to accept $L^1$. The class of deterministic timed automata is closed under union, intersection, and complementation, and problems such as universality and inclusion are decidable for deterministic timed automata [1]. An alternative way to rule out $L^1$ is inspired by the observation that $L^1$ relies on the (infinite) precision of the timing constraints. In robust timed automata fuzziness is introduced in the language of an automaton semantically using a metric over the timed words, and considering a word to be accepted/rejected only if a dense subset around the word is accepted/rejected [13]. Unfortunately, language inclusion remains undecidable under the robust semantics also, and robust languages are not closed under complementation [14].

In this paper, we propose and study an alternative way of introducing imprecision in timed automata by introducing errors in the rates of clocks. Given a timed automaton $A$ and a rational constant $0 \leq \varepsilon < 1$, let $L_\varepsilon(A)$ be the language of the automaton in the perturbed semantics, where each clock increases at a rate within the interval $[1 - \varepsilon, 1 + \varepsilon]$. If we add a perturbation $\varepsilon$ to the standard timed automaton accepting $L^1$, then the resulting language consists of timed words with some two symbols separated by a distance $d$ such that $1 - \varepsilon \leq d \leq 1 + \varepsilon$. Perturbed timed automata can be seen to be special kinds of (initialized) rectangular automata [15]. It follows that a perturbed timed automaton can be translated to a timed automaton preserving the timed language, and emptiness of perturbed languages is decidable.

Our main result is that if $A$ has one clock, then the language $L_\varepsilon(A), \varepsilon > 0$, can be accepted by a deterministic timed automaton. Intuitively, when the clock has a drift, then instead of guessing the event on which the clock gets reset, it suffices to remember the first and the last possible times when the reset may occur in every interval of length $\varepsilon$. More precisely, given a 1-clock automaton $A$ with $m$ locations and $c$ as the largest (integer) constant in its clock constraints, and an error $\varepsilon = 1/n$, we show how to construct a deterministic timed automaton $B$ with $O(\alpha mn)$ clocks that accepts the language $L_\varepsilon(A)$. We also prove the construction to be essentially tight via lower bounds on the number of clocks in any equivalent deterministic automaton. This construction, however, does not generalize when $A$ has multiple clocks: we show that for every $\varepsilon > 0$, there exists a timed automaton $A$ with two clocks such that $L_\varepsilon(A)$ is not definable using deterministic timed automata.

Our result leads to a decision procedure for checking inclusion for systems expressed as products of 1-clock automata with perturbation. That is, consider a system $A$ expressed as a product of 1-clock components $A_i$, and a system $B$ expressed as a product of 1-clock components $B_j$. Then, given a perturbation error $\varepsilon > 0$, we can test whether the language of the product of $L(A_i)$ is included in the language of the product of $L_\varepsilon(B_j)$, using our translation from 1-clock
perturbed automata to deterministic ones. This procedure requires space that is linearly proportional to $1/\varepsilon$, linearly proportional to the maximum constant $c$ mentioned in the component automata, and polynomial in the size of the automata.

Systems expressed as products of 1-clock nondeterministic timed automata are common. For example, an asynchronous circuit with timing assumptions can be expressed as a product of 1-clock automata modeling individual gates, where the clock measures the time elapsed since the switch to the excited state, and nondeterminism is used to model the unpredictable effect of an input in the excited state (see for example [16–19]). As we explain in the paper, the results on perturbed timed automata can be used for checking inclusion $L(I) \subseteq L(S)$, where $I$ and $S$ are asynchronous circuits with $I$ being a refinement of $S$, and where they are modeled using products of 1-clock automata. For establishing decidability of this problem, it is crucial that we take product after perturbing the components, rather than perturbing the standard product that allows precise synchronization.

Related work. There have been many attempts to introduce errors in timed automata. As mentioned earlier, robust timed automata have been introduced and studied by changing the notion of acceptance using a metric over timed words that allows perturbation of occurrence times of events [13]. The impact of introducing drifts in clocks on reachability is studied by Puri in [20]: a location of a timed automaton $A$ is defined to be limit-reachable if, for every $\varepsilon \geq 0$, it is reachable if we let the clocks change at a rate within the interval $[1-\varepsilon, 1+\varepsilon]$, and the paper shows that while limit reachability is different from standard reachability, it can be decided by modifying the search in the region graph. Instead of perturbing the clock rates, if we perturb the guards, and ask if a location is reachable for every perturbation $\varepsilon$ of the guards, then the problem is solvable by similar techniques [21]. The benefits of disallowing precise timing constraints have been observed in other contexts also. For example, the model checking problem for real-time linear temporal logics with modalities bounded by intervals becomes decidable if the intervals are required to be non-singular [22], and the requirement for decidability of language emptiness of rectangular automata that all clocks be initialized, can be relaxed if the guards are perturbed [23].

Among the numerous results pertaining to language inclusion for timed automata, the most relevant result for this paper is that checking whether the language of a timed automaton $A$ is contained in that of $B$ is decidable if $B$ has a single clock [12]. This result, in conjunction with translation from initialized rectangular automata to timed automata, however, does not imply decidability of language inclusion problem for single-clock perturbed automata, since the translation doubles the number of clocks. Furthermore, the algorithm in [12] has high complexity and some recent work shows that it must require space that is not even primitive-recursive in the input [24]. Our results hence show that introducing perturbation leads to a sharp drop in complexity for the decision procedures.
2 Perturbed Timed Automata

Let $C$ be a finite set of clocks. The set of clock constraints $\Phi(C)$ is the smallest set that contains:

- $x \leq y + c$, $x \geq y + c$, $x = y + c$, $x \leq c$, $x \geq c$ and $x = c$ for every $x, y \in C$
  and rational number $c$; we call such constraints atomic clock constraints;
- $-\delta$ and $\delta_1 \land \delta_2$ where $\delta, \delta_1, \delta_2 \in \Phi(C)$.

A clock interpretation is a mapping $\nu : C \to \mathbb{R}_+$, where $\mathbb{R}_+$ is the set of nonnegative real numbers. If $\nu$ is a clock interpretation and $d$ is a real number, let $(\nu + d)$ denote the clock interpretation that maps each clock $x$ to $\nu(x) + d$.

If $\lambda \subseteq C$, let $[\lambda \to 0] (\nu)$ be the clock interpretation that maps each clock $x \in \lambda$ to 0 and maps each clock $x \notin \lambda$ to $\nu(x)$.

A timed automaton $A$ is a tuple $(\Sigma, Q, Q_0, C, \Delta, F)$ where

- $\Sigma$ is a finite set of symbols (alphabet);
- $Q$ is a finite set of locations;
- $Q_0 \subseteq Q$ is a set of initial locations;
- $C$ is a finite set of clock variables;
- $\Delta$ is a finite subset of $Q \times \Sigma \times \Phi(C) \times 2^C \times Q$ (edges);
- $F \subseteq Q$ is a set of final locations.

A timed automaton is deterministic if $|Q_0| = 1$ and for each pair of distinct edges $(q, \sigma, \delta_1, \lambda_1, q_1), (q, \sigma, \delta_2, \lambda_2, q_2) \in \Delta$, $\delta_1 \land \delta_2$ is not satisfiable.

A state of a timed automaton $A$ is a pair $(q, \nu)$ where $q \in Q$ and $\nu$ is a clock interpretation. An initial state is a state $(q_0, \nu_0)$ where $q_0 \in Q_0$ and $\nu_0(x) = 0$ for every $x \in C$. A final state is a state $(q, \nu)$ where $q \in F$. The semantics of a timed automaton is given by a transition system over the set of its states. The transitions of this system are divided into discrete steps and time steps. A discrete step is of the form $(q, \nu) \xrightarrow{\sigma} (q', \nu')$ where there is an edge $(q, \sigma, \delta, \lambda, q') \in \Delta$ such that $\nu$ satisfies $\delta$ and $\nu' = [\lambda \to 0] \nu$. A time step is of the form $(q, \nu) \xrightarrow{d} (q, \nu')$ where $\nu' = \nu + d$, $d \in \mathbb{R}_+$. A step is $(q, \nu) \xrightarrow{\sigma,d} (q', \nu')$ where $(q, \nu) \xrightarrow{d} (q, \nu'')$ and $(q, \nu'') \xrightarrow{\sigma} (q', \nu')$, for some clock interpretation $\nu''$.

A timed word $(\sigma, \tau)$ over the alphabet $\Sigma$ is such that $\sigma \in \Sigma^*$, $\tau \in \mathbb{R}_+^*$, $|\sigma| = |\tau|$, and if $\tau = \tau_1 \ldots \tau_k$, then for each $i < k$, $\tau_i \leq \tau_{i+1}$.

Let $(\sigma, \tau)$ be a timed word with $\sigma = \sigma_1 \ldots \sigma_k$ and $\tau = \tau_1 \ldots \tau_k$. A run $r$ of a timed automaton $A$ on $(\sigma, \tau)$ is a sequence $(q_0, \nu_0) \xrightarrow{\sigma_1, \tau_1} (q_1, \nu_1) \xrightarrow{\sigma_2, \tau_2} \ldots \xrightarrow{\sigma_k, \tau_k} (q_k, \nu_k)$.

The timed word $(\sigma, \tau)$ is accepted by a timed automaton $A$ if there is a run $r$ of $A$ on $(\sigma, \tau)$ starting from an initial state and ending in a final state. The (timed) language accepted by $A$, denoted $L(A)$, is defined as the set $\{(\sigma, \tau) \mid (\sigma, \tau) \text{ is accepted by } A\}$.

Non-deterministic timed automata are more powerful than their deterministic counterparts. For example, consider the language $L_1$ of timed words over the single symbol $a$ such that there are two occurrences of $a$ one unit apart. A timed
automaton accepting $L^1$ is shown in Figure 1. This automaton nondeterministically guesses an occurrence of $a$ on which it resets the clock $x$ and then checks that there is a following occurrence of $a$ when $x = 1$.

Any deterministic strategy to check a pair of occurrences of $a$ with the above property would need to reset a clock on each occurrence of $a$. Intuitively, since a clock cannot be reused until time 1 has elapsed and there could be an arbitrary number of $a$ occurrences in a time interval of length 1, in a deterministic automaton we would need to use an unbounded number of clocks, and thus there is no deterministic timed automaton accepting this language (see [2] for a formal proof).

**Perturbed semantics for Timed Automata**

The clocks of a timed automaton are assumed to be perfect, and all clocks increase at the exact rate 1 with respect to time. We proceed to introduce errors in clock rates to model imprecision.

Let $A$ be a timed automaton $(\Sigma, Q, Q_0, \Delta, C, F)$ and let $0 \leq \varepsilon < 1$ be a rational number. An $\varepsilon$-**perturbed time step** of $A$ is $(q, \nu) \xrightarrow{d, \varepsilon}(q, \nu')$ where $\nu(x) + d(1 - \varepsilon) \leq \nu'(x) \leq \nu(x) + d(1 + \varepsilon)$. An $\varepsilon$-**perturbed step** of $A$ is $(q, \nu) \xrightarrow{\sigma, d, \varepsilon}(q', \nu')$ where $(q, \nu) \xrightarrow{d, \varepsilon}(q, \nu'')$ and $(q, \nu'') \xrightarrow{\sigma}(q', \nu')$, for some clock interpretation $\nu''$.

An $\varepsilon$-**perturbed run** $r$ of $A$ on a timed word $(\sigma, \tau)$, where $\sigma = \sigma_1 \ldots \sigma_k$ and $\tau = \tau_1 \ldots \tau_k$, is a sequence $(q_0, \nu_0) \xrightarrow{\sigma_1, r_1, \varepsilon}(q_1, \nu_1) \xrightarrow{\sigma_2, r_2, \varepsilon} \ldots \xrightarrow{\sigma_k, r_k, \varepsilon}(q_k, \nu_k)$.

The $\varepsilon$-perturbed language accepted by $A$, denoted $L_\varepsilon(A)$, is the language of all the timed words $(\sigma, \tau)$ such that there is an $\varepsilon$-perturbed run $r$ of $A$ on $(\sigma, \tau)$ starting from an initial state and ending in a final state.

As an example of an $\varepsilon$-perturbed language, consider again the timed automaton in Figure 1. For a given $\varepsilon$, the language $L_\varepsilon(A)$ contains all the timed words over the symbol $a$ such that some two $a$’s occur at a distance $d$, for some $d \in [1 - \varepsilon, 1 + \varepsilon]$.

Note that according to the definitions, $L_0(A) = L(A)$ for any timed automaton $A$. Also, note that during a perturbed time step, the drifts in the clocks are independent. Perturbation in the language of a timed automaton can also be expressed by transforming a timed automaton into an initialized rectangular automaton where the rate of change of each clock $x$ is modeled by the differential
inclusion $\hat{x} \in [1 - \varepsilon, 1 + \varepsilon]$. From the results on rectangular automata, it follows that the timed language of the transformed automaton can be captured by a (nondeterministic) timed automaton [15].

**Proposition 1.** For every timed automaton $A$ and a rational constant $0 \leq \varepsilon < 1$, the perturbed language $L_\varepsilon(A)$ is a timed regular language.

3 Determinization

For the automaton $A$ of Figure 1, while, as observed before, $L(A)$ is not accepted by any deterministic timed automaton, for each $0 < \varepsilon < 1$ it is possible to construct a deterministic timed automaton $B$ that accepts $L_\varepsilon(A)$.

Let us say that two $a$ events, or their occurrence times, are matching if they are separated by a distance $d \in [1 - \varepsilon, 1 + \varepsilon]$. A timed word is in $L_\varepsilon(A)$ if it contains a matching pair. Consider any three events within a time interval of length $2\varepsilon$ occurring respectively at time $t_1$, $t_2$ and $t_3$ with $t_1 < t_2 < t_3$. If an event occurs at time $t \in [t_2 + 1 - \varepsilon, t_3 + 1 + \varepsilon]$, then also $t \in [t_1 + 1 - \varepsilon, t_1 + 1 + \varepsilon]$ holds. In other words, if the events at occurrence times $t_2$ and $t$ are matching, then either the occurrences at $t_1$ and $t$ are matching, or the occurrences at times $t_3$ and $t$ are matching. This property is easily shown by observing that since $t_3 - t_1 < 2\varepsilon$, we have that $t_3 + 1 - \varepsilon \leq t_1 + 1 + \varepsilon$ and thus the interval $[t_2 + 1 - \varepsilon, t_2 + 1 + \varepsilon]$ is contained in the union of the intervals $[t_1 + 1 - \varepsilon, t_1 + 1 + \varepsilon]$ and $[t_3 + 1 - \varepsilon, t_3 + 1 + \varepsilon]$. This implies that to search for matching pairs, the event at time $t_2$, and in fact, at any time between $t_1$ and $t_3$, is not needed.

This property suggests to split any timed word into intervals such that each interval has length at least $2\varepsilon$ and any two occurrences of $a$ in it are at most $2\varepsilon$ apart from each other. This can be achieved by resetting a clock $x^-$ every time it exceeds $2\varepsilon$. A reset of this clock corresponds to the beginning of a new interval. Note that the total length of any $\lceil \frac{1}{2\varepsilon} \rceil + 1$ consecutive intervals is at least $1 + \varepsilon$.

Then, we can use separate clocks to remember the time elapsed since the first and the last occurrences of $a$ in each such interval. A clock can be reused once it exceeds $1 + \varepsilon$ (recall that the only time constraint in the timed automaton $A$ is $x = 1$). By a simple counting we just need $\lceil \frac{1}{2\varepsilon} \rceil + 1$ pairs of clocks to handle the sampling. Since we need a clock for splitting the timed word into intervals, the deterministic timed automaton $B$ has exactly $2(\lceil \frac{1}{2\varepsilon} \rceil + 1) + 1$ clocks. The role of the guard $x = 1$ in $A$ is played in $B$ by guards of the form $1 - \varepsilon \leq y \leq 1 + \varepsilon$, where $y$ is one of the clocks assigned to a $2\varepsilon$ interval.

3.1 Determinization construction for perturbed one-clock automata

In this section, we outline the determinization for the perturbed languages of $1$-clock timed automata.

**Theorem 1.** Let $A$ be a timed automaton with one clock, $c$ be the largest constant used in $A$, and $Q$ be the set of $A$ locations. For a rational number $0 < c$.
$\varepsilon < 1$, the language $L_{\varepsilon}(A)$ is accepted by a deterministic timed automaton with $O(\lceil \frac{1}{\varepsilon} \rceil |Q| c)$ clocks and $2^O(\lceil \frac{1}{\varepsilon} \rceil |Q| c)$ locations.

Proof. Consider a timed automaton $A = (\Sigma, Q^A, Q^A_0, \{x\}, \Delta^A, F^A)$ with a single clock variable $x$. For the ease of presentation, we consider here the case when the only constants used in the clock constraints of $A$ are 0 and 1, and the atomic clock constraints using constant 1 are of the form $x \leq 1$, $x < 1$ or $x = 1$. The general case reduces to this case simply constructing an equivalent automaton that keeps track of the integral part of the clock value in the location. (This automaton also needs to reset the clock every time it reaches 1. To trigger the resets, we require that the input words contain a dummy event at each integral time. Note that this does not add to the recognizing power of timed automata [2].)

Fix $n = \lceil \frac{1}{\varepsilon} \rceil + 1$. Let $Q^A = \{q_1, \ldots, q_m\}$. In the following, we describe the construction of a deterministic automaton $B = (\Sigma, Q^B, \{q_0\}, \Delta^B, F^B)$ such that $L(B) = L_{\varepsilon}(A)$.

The set of clocks $C^B$ contains a clock $x^\varepsilon$ and clocks $y^\alpha_i$ and $z^\alpha_i$ for all $q_i \in Q^A$ and $\alpha \in \{0, 1, \ldots, n\}$. Clock $x^\varepsilon$ is used, as in the example discussed above, to split the input word in intervals such that each interval has length at least $2\varepsilon$ and any two symbols in it are at most $2\varepsilon$ apart from each other.

Let us number modulo $(n + 1)$ these intervals in the order they appear, starting from 0 for the first interval and so on. In the following, we refer to an interval numbered with $\alpha$ also as an $\alpha$-interval.

For a given timed word $w$ as input, consider all the $\varepsilon$-perturbed runs of $A$ on $w$ ending at $q_i$ such that the last reset of $x$ is in the last $\alpha$-interval. Clock $y^\alpha_i$ is used to store the maximum value of $x$ that is reached at the end of the above runs, i.e., this clock is reset in correspondence to the earliest among the last resets of $x$ in the above runs. Similarly, clock $z^\alpha_i$ is used to store the minimum value of $x$ that is reached at the end of the above runs, i.e., this clock is reset in correspondence to the latest reset of $x$ in the above runs. Since these two events are at most $2\varepsilon$ time apart from each other, after 1 unit of time has elapsed, any possible value of $x$ that can be reached on an $\varepsilon$-perturbed run of $A$ resetting $x$ at any point in between these events can be reached by resetting $x$ at one of these two extreme points. Thus, sampling these events for each $\alpha$-interval and for each location $q_i$ suffices to capture all the $\varepsilon$-perturbed runs of $A$ that end in $q_i$. Also, since the largest constant in the clock constraints of $A$ is 1, the largest value that needs to be compared with $y^\alpha_i$ and $z^\alpha_i$ is $1 + \varepsilon$. Recall that the total length of any $n$ consecutive intervals in the considered splitting is at least $1 + \varepsilon$. Thus, after $n + 1$ intervals these clocks can be reused since they have exceeded the value $1 + \varepsilon$. At this point, in case there are edges of $A$ from $q_i$, on which $x$ is not reset, then when reusing $y^\alpha_i$ (resp. $z^\alpha_i$), we need to remember in the location of $B$ the fact that the value of the clock is larger than the maximum constant. For this purpose, we just use a bit for each $q_i \in Q^A$. 
More precisely, the set of locations of $B$ contains locations of the form $(Q, a, b, \alpha)$, where $\alpha \in \{0, 1, \ldots, n\}$ and:

$$Q \subseteq Q^A, \quad a = \begin{pmatrix} a_1^0 & \cdots & a_m^0 \\ \vdots & \ddots & \vdots \\ a_1^n & \cdots & a_m^n \end{pmatrix}, \quad b = (b_1, \ldots, b_m)$$

Each component $b_i$ is either 0 or 1. Value 1 denotes that from $q_i$ we can take edges as if there is a clock $z_i^\beta$ whose value is larger than $1 + \varepsilon$. Note that this implies that also the value of $y_i^\beta$ is larger than $1 + \varepsilon$. Each component $a_i^\beta$ is 1 if the pair of clocks $y_i^\beta$ and $y_i^\beta$ are used, and is 0 otherwise. The set $Q$ is a set of locations of $A$. In this construction, the component $Q$ is used as in the usual subset construction for determinizing finite automata. In particular, after reading a timed word $w$, $B$ will reach a location $(Q, a, b, \alpha)$ where $Q$ contains all the locations $q$ such that there is an $\varepsilon$-perturbed run of $A$ over $w$ ending at $(q, \nu)$ for some clock valuation $\nu$. Component $\alpha$ simply implements a modulo $(n + 1)$ counter that stores the number of the current interval and gets incremented whenever clock $x^\varepsilon$ is reset.

The construction of $B$ aims at maintaining the following invariant:

**P1.** For a timed word $w$, the run of the automaton $B$ on $w$ ends at a state $(Q, a, b, \alpha, \nu)$ such that
- $Q$ is exactly the set of $A$ locations $q_i$ such that there is an $\varepsilon$-perturbed run of $A$ over $w$ ending at a state $(q_i, \nu_i)$;
- $a_i^\beta = 1$ iff there is an $\varepsilon$-perturbed run of $A$ on $w$ ending at a state $(q_i, \nu_i)$ such that the last reset of $x$ happened in the last $\beta$ interval;
- for each $a_i^\beta = 1$, $\nu(y_i^\beta)$ and $\nu(z_i^\beta)$ are the (upper and lower) bounds on the values of $x$ in the $A$ states that can be reached by an $\varepsilon$-perturbed run on $w$ ending at location $q_i$ and such that the last reset of $x$ happened in the last $\beta$ interval;
- $b_i = 1$ if there is an $\varepsilon$-perturbed run of $A$ on $w$ ending at a state $(q_i, \nu_i)$ such that $\nu_i(x) > 1$.

The initial state $q_0$ is $(Q^A, a_0, b_0, 0)$, where

$$a_0 = \begin{pmatrix} a_1^0 & \cdots & a_m^0 \\ 0 & \cdots & 0 \\ 0 & \cdots & 0 \end{pmatrix}, \quad b_0 = (0, \ldots, 0)$$

and $a_i^0 = 1$ if and only if $q_i \in Q^A_0$ (the active clocks are those of the first interval that correspond to the initial locations of $A$).

The set of final locations $F^B$ is the set of all locations $(Q, a, b, \alpha)$ such that $Q \cap F^A \neq \emptyset$.

For describing the edges of $B$ we need to introduce first some notation. We also assume that the guards of $A$ edges are conjunctions of atomic constraints.
This is without loss of generality since the automaton $A$ is nondeterministic and top level disjunction can be modelled with nondeterminism. Let $I_c(\delta, y)$ be a mapping that transforms every clock constraint $\delta$ involving only $x$ into a clock constraint involving a clock $y$, as follows:

- if $\delta$ is $x \approx c$ with $\approx \in \{\prec, \preceq\}$, then $I_c(\delta, y) = y \approx c(1 + \varepsilon)$;
- if $\delta$ is $x \approx c$ with $\approx \in \{\succ, \succeq\}$, then $I_c(\delta, y) = y \approx c(1 - \varepsilon)$;
- if $\delta = \delta_1 \land \delta_2$, then $I_c(\delta, y) = I_c(\delta_1, y) \land I_c(\delta_2, y)$.

For a guard $\delta$ and clocks $y, z$, we denote by $g(\delta, y, z)$ the clock constraint $I_c(\delta, y) \lor I_c(\delta, z)$. For a $B$ location $s = \langle Q, a, b, a' \rangle$, a clock constraint $\delta$ over $x$ and a location $q_i \in Q$, let $h(\delta, i, s) = \delta$ if $b_i = 0$ and otherwise, let $h(\delta, i, s)$ be $\delta$ with every term $x > 1$ in it replaced by TRUE. For a location $q_i \in Q^A$, we denote by $\Delta_i$ the set of all edges contained in $\Delta^A$ from $q_i$. Given an edge $e$, we denote by $\delta_e$ its guard and $d(e) = i$ if the location entered when $e$ is taken is $q_i$. Given a set $X$, we denote by $P(X)$ the set of partitions of $X$ into two sets. A two-set partition is denoted by a pair of sets.

Consider a location $s = \langle Q, a, b, a' \rangle$. For each $q_i \in Q$ fix a partition $(\Delta'_i, \Delta''_i)$ of $\Delta_i$. For each of such choice of partitions, we insert in $\Delta_B$ an edge such that:

- the guard is the conjunction of $x^e < 2\varepsilon$ and

  \[
  \begin{align*}
  &\bigwedge_{q_i \in Q} \bigwedge_{e \in \Delta_i} \left( \bigvee_{\beta=0}^{n} (a_i^{\beta} = 1) \land g(h(\delta_e, i, s), y_i^{\beta}, z_i^{\beta}) \right) \land \\
  &\bigwedge_{e \in \Delta''_i} \left( \bigvee_{\beta=0}^{n} (a_i^{\beta} = 1) \land \neg g(h(\delta_e, i, s), y_i^{\beta}, z_i^{\beta}) \right); \\
  
  \end{align*}
  \]

- the destination location is $\langle Q', a', b', a' \rangle$ where:
  - $Q'$ is the set of all $q_j$ such that $j = d(e)$ for some $e \in \Delta'_i$ and $q_i \in Q$;
  - $a'_i = 1$ if and only if either:
    * $\beta = \alpha$ and there is an edge in $\Delta'_i$ on which $x$ is reset, or
    * $a_i^{\beta} = 1$ and there is an edge in $\Delta'_i$ on which $x$ is not reset;
    (clocks $y_i^{\beta}$ and $z_i^{\beta}$ are in use in the new location either if they refer to the current interval and $x$ is reset on a possible edge from the current state, or they inherit the values of previously used clocks that still need to be considered)
  - $b' = b$ (these bits can change only when entering the next interval in the splitting of the input word);
  - $\alpha' = \alpha$;
- clocks are updated according to the following rules:
  - for each edge $e \in \Delta'_i$ from $q_i$ to $q_j$ on which $x$ is reset: if $a_j^{\beta} = 0$ then both $y_j^{\beta}$ and $z_j^{\beta}$ are reset, otherwise only $z_j^{\beta}$ is reset; (recall that by $y_j^{\alpha}$ and $z_j^{\alpha}$ we wish to capture the time elapsed respectively from the earliest among the last resets and the latest reset of $x$ over all the runs ending at $q_j$ for which the reset happens in the last $\alpha$-interval. Thus, if the clocks are already in use, we only have to reset the $z$-clock since the earliest reset is captured when the $y$-clock starts being used.)
  - let $\Delta_j$ be the set of edges $e$ in $\bigcup_i \Delta'_i$ on which $x$ is not reset and such that $d(e) = j$. Also, for an edge $e$ from a location $q_i$ denote $o(e) = i$. In case there is an edge in $\Delta_j$ whose guard contains only atomic constraints
using constant 0 (that is, they are of the form \( x \geq 0 \) or \( x > 0 \)), then for \( \beta \neq \alpha \), clock \( y_j^\beta \) is assigned with the maximum of \( y^\beta \) over \( h = d(e) \) for \( e \in \overline{\Delta}_j \) and clock \( z_j^\beta \) is assigned with the minimum of \( z^\beta \) over \( h = d(e) \) for \( e \in \overline{\Delta}_j \) (we aim to keep the largest possible interval of \( x \)-values). In the other cases, we compute for each edge \( e \in \Delta'_j \):

* \( y_e^\beta \) as the minimum between \( 1 + \varepsilon \) and the value of \( y^\beta \) for \( h = d(e) \), and
* \( z_e^\beta \) as the maximum between \( 1 - \varepsilon \) and the value of \( z^\beta \) for \( h = d(e) \), if there is a conjunct of \( \delta_e \) (the guard of \( e \)) of the form \( x = 1 \), and as the value of \( z^\beta \) for \( h = d(e) \), otherwise.

The choice of the values \( y_e^\beta \) and \( z_e^\beta \) aims to rule out all runs that cannot be continued with \( \overline{\Delta}_j \) edges. Then, for \( \beta \neq \alpha \), \( y_j^\beta \) is assigned with the maximum of \( y^\beta \) over \( \overline{\Delta}_j \) and \( z_j^\beta \) is assigned with the minimum of \( z^\beta \) over \( \overline{\Delta}_j \). If \( x < 1 \) is a conjunct of the guards of all the \( \overline{\Delta}_j \) edges and the value assigned to a \( y \)-clock is \( 1 + \varepsilon \), we also need to remember that for this clock, its value is actually the supremum of the actual values of \( x \) in the represented runs (this can be handled with an additional bit).

With respect to the same partition we also insert in \( \Delta^B \) edges that differ from the ones described above for the conjunct \( x^2 \geq 2\varepsilon \) instead of \( x^2 < 2\varepsilon \) in their guards, the clock \( x^2 \) is reset, and \( \alpha' = (\alpha + 1) (\mod (n + 1)) \). Moreover, \( b_j \) is set to 1 if there is an \( i \) such that there is an edge \( e \in \Delta'_i \) from \( q_i \) to \( q_j \) that does not reset \( x \), and either \( a_{ij}^{\alpha'} = 1 \) or \( b_i = 1 \) (i.e., clock \( y_i^{\alpha'} \) is active or its value is larger than \( 1 + \varepsilon \)). In fact, in both cases, there is a run of \( A \) that reaches \( q_j \) with the value of \( x \) larger than 1. Also, \( a_{ij}^{\alpha'} \) is set to 0 if and only if there is an edge \( e \in \Delta'_i \) from \( q_i \) to \( q_j \) that resets \( x \).

The automaton \( B \) so defined is clearly deterministic (we use disjoint guards on edges from a given location and symbol) but does not respect the definition of a timed automaton. In fact, we use updates (that compute minimum and maximum over clock values) instead of resets. To determine the minimum/maximum over clock values on an edge we can split an edge into several edges each corresponding in turn to a variable being the minimum/maximum. For this purpose, we can just add on each such edge an appropriate conjunct and then rename the clock corresponding to the minimum/maximum with \( y^\beta \). Thus, we are done since clock renaming does not add expressiveness to timed automata (see [25] for example).

It is possible to prove by induction on the number of steps that the above construction preserves the invariant \( \text{P1} \). Thus, by the definition of \( F^B \), we can conclude that \( L(B) = L_e(A) \).

\[ \blacksquare \]

### 3.2 Lower Bounds

The determinization was based on “forgetting” events by covering them with extreme events. This idea fails when there are 2 or more clocks in an automaton. To see this consider the automaton \( A \) given in Figure 2. For \( \varepsilon = \frac{1}{5} \), the
language \( L_\varepsilon(A) \) contains all the timed words over the symbol \( a \) such that there is a subsequence \( aaa \) where both pairs of events are distance \( \frac{3}{4} \) apart. In fact, the only way to fulfill the constraints \( x = 1 \) and \( y = 1 \) on the edge from location 2 to location 3 is to let clock \( y \) increase at the fastest possible rate (i.e., \( \frac{4}{3} \)) and clock \( x \) increase at the slowest possible rate (i.e., \( \frac{3}{5} \)). This timed language is basically the same as language \( L_1 \) except for the fact that we require that the two occurrences of \( a \) are \( \frac{3}{5} \) (instead of 1) time apart. Thus, using the same argument as in [2], the complement of the language \( L_1(A) \) cannot be accepted by any timed automaton. Therefore, \( L_1(A) \) cannot be accepted by any deterministic timed automaton as deterministic timed automata are complementable. For any choice of a rational number \( \varepsilon \in [0, 1] \), we can generalize the intuition behind the above example and construct a timed automaton that is not complementable. Thus, we have the following:

**Proposition 2.** For each perturbation \( 0 \leq \varepsilon < 1 \), there is a timed automaton \( A \) with two clocks such that the complement of \( L_\varepsilon(A) \) is not accepted by any timed automaton.

We proceed to show that our construction of determinization for perturbed 1-clock automata is essentially tight. Recall that for a perturbed timed automaton \( A \) with locations \( Q \), we built a deterministic timed automaton with \( O([1/\varepsilon]Q) \) clocks. We can show that both these factors are unavoidable:

**Theorem 2.** Let \( n \in \mathbb{N} \) and let \( \varepsilon = 1/n \). Then there exists a 1-clock timed automaton \( A_n \) with a constant number of locations such that any deterministic timed automaton \( B \) accepting \( L_\varepsilon(A_n) \) has at least \( n/4 \) clocks.

**Proof.** Consider the language \( L_1 \) consisting of timed words over \( \{a\} \) where there are two events \( a \) that are one unit apart. It is accepted by the 1-clock nondeterministic timed automaton \( A \) shown in Figure 1. Now let \( n \in \mathbb{N} \) and \( \varepsilon = 1/n \). Let \( B \) be a deterministic timed automaton accepting \( L_\varepsilon(A) \). Consider an input where there are \( n/4 \) \( a \) events at times \( t_1, \ldots, t_{n/4} \) where \( t_1 = d_1 \) and each \( t_i = t_{i-1} + 2\varepsilon + d_i \), where each \( d_i < \varepsilon \). In order to accept an extension of this word, it is easy to see that an \( a \)-event is required in the range \( [1, 2] \) in subranges defined by the set of all the values \( d_1, \ldots, d_{n/4} \). If \( B \) uses less than \( n/4 \) clocks, then there must be some \( a \)-event on which a clock was not reset. By making small changes to the values \( d_i \), we can show that \( B \) cannot accept the language \( L_\varepsilon(A) \). \( \blacksquare \)
Theorem 3. Let $0 < \varepsilon < 1$ be any fixed rational number. For any $n \in \mathbb{N}$, there exists a 1-clock timed automaton $A_n$ with $O(n)$ states such that any deterministic timed automaton $B$ accepting $L_\varepsilon(A_n)$ has at least $n$ clocks.

Proof. For any $n$, consider the language over $\Sigma = \{a\}$, consisting all timed words $(a^k, \tau_1, \tau_2, \ldots, \tau_k)$ such that there exist $1 \leq i < j \leq k$ with $i + k - j = n$ and $\tau_j - \tau_i = 1$. In other words, there are two events separated by exactly one unit such that the length of the prefix till the first event and the length of the suffix from the latter event add up to $n$. Figure 3 illustrates a 1-clock timed automaton with $O(n)$ states that guesses these events and accepts the language.

Now consider any deterministic automaton $B$ accepting $L_\varepsilon(A_n)$. Consider a word where $n$ events all before time $\varepsilon$ are fed to $B$. If $B$ had less than $n$ clocks, then there must be some event where a clock was not reset; let this be the $i$'th event. By suitably extending the word using $n - i$ events after time unit 1 and by timing the first such event after time 1, one can show that $B$ either rejects a word that is in $L_\varepsilon(A_n)$ or accepts a word that is not in $L_\varepsilon(A_n)$.

4 Language Inclusion

Let us now consider the inclusion problem for timed automata, which is the problem of deciding whether $L(B) \subseteq L(A)$, for two given timed automata $B$ and $A$. This question is relevant in the verification context where $B$ can model a timed system and $A$ the safety specification. This problem however turns out to be undecidable; in fact, checking whether $L(A)$ is universal, which is a simpler problem, is itself undecidable [1].
However, if $A$ is a 1-clock timed automaton, then since we can build a deterministic timed automaton $A'$ that accepts the perturbed language of $A$, it follows that we can decide the language inclusion $L(B) \subseteq L_e(A)$ by complementing $A'$, taking its product with $B$ and solving for emptiness. From the results in the previous section, $A'$ has $O([1/\varepsilon]Q(c)$ clocks, if $A$ has locations $Q$ and $c$ is the maximum constant in its guards. Since the emptiness problem for timed automata is in $\text{PSPACE}$, it follows that the inclusion problem can be solved in $\text{EXPSPACE}$. Note that the only exponential factor is in $\varepsilon$ and $c$. For a fixed $\varepsilon$ (or if $\varepsilon$ was presented in unary) and bounded constants, the inclusion problem is in $\text{PSPACE}$:

**Theorem 4.** Given timed automata $B$ and $A$, where $A$ is a 1-clock automaton, and a perturbation $0 < \varepsilon < 1$, the problem of checking whether $L(B) \subseteq L_e(A)$ is decidable in $\text{EXPSPACE}$. If $\varepsilon$ and the constants in the clock constraints of $A$ are bounded, then the problem is in $\text{PSPACE}$.

Turning to lower bounds for the above inclusion problem, it is easy to show that the inclusion problem is $\text{PSPACE}$-hard (using a reduction from $\text{QBF}$), and this hardness holds for any fixed $\varepsilon$ as well. However, we do not know whether the $\text{EXPSPACE}$ upper bound is tight.

The double restriction to 1-clock automata and $\varepsilon$-perturbation is however not necessary to obtain decidability. It turns out that the inclusion problem $L(B) \subseteq L(A)$ is solvable even when $A$ is a 1-clock automaton [12]. However, the decision procedure for this is extremely involved and uses techniques similar to those used in solving questions on (unbounded) Petri nets, and no upper bounds on the complexity are reported. In fact, recent results suggest that the universality problem for 1-clock automata requires non-primitive-recursive space complexity [24]. We note here that the problem is at least $\text{EXPSPACE}$-hard:

**Theorem 5.** The universality problem for 1-clock timed automata is $\text{EXPSPACE}$-hard.

**Proof.** The proof proceeds by a reduction from the membership problem for any $\text{EXPSPACE}$ Turing machine. Given an input of length $n$ to such a Turing machine $M$, we construct a 1-clock timed automaton that accepts the set of all timed words that do not correspond to accepting runs of $M$ on that word. Each configuration of $M$ is encoded as a string $c_1 a_1 c_2 a_2 \ldots c_m a_m$ where $a_1 \ldots a_m$ is the contents of the tape cell, $m$ is the space required by $M$ ($m$ is exponential in $n$) and each $c_i$ is a word of $\log m$-bits that encodes the cell number $i$ in binary. A sequence of configurations is then encoded using strings of such sequences. In addition, we require that an encoding of a sequence of configurations be timed correctly, where the distance between a particular bit of $c_i$ in a configuration is encoded exactly one unit from the corresponding bit of $c_i$ in the previous configuration. A timed automaton with $O(n)$ states and 1-clock can easily check if the $c_i$’s in each configuration are encoded correctly, and also check whether the corresponding cells in successive configurations match using the fact that they are exactly one unit of time apart. It follows that this automaton is universal iff $M$ does not accept the input word. \qed
Perturbing 1-clock automata with bounded constants by a fixed ε however results in a simpler determinization construction (non-perturbed 1-clock automata are not determinizable) and a reduction in complexity for the inclusion problem to PSPACE.

The restriction to 1-clock automata is crucial. Recall Proposition 2 which states that there exist automata (in fact with two clocks) such that the complement of its perturbed language is not timed regular. Using the property that using two perturbed clocks one can require two events to be some precise distance apart, we can encode computations of Turing machines to show that:

**Theorem 6.** Given timed automata $B$ and $A$, and a perturbation $ε > 0$, the problem of deciding whether $L(B) \subseteq L_ε(A)$ is undecidable.

### 4.1 Checking refinement

An application of our results on perturbed timed automata is to check refinement for systems modeled as products of 1-clock automata. Systems such as asynchronous circuits can be modeled using products of nondeterministic 1-clock automata: each gate in the circuit is modeled as a timed automaton where the upper and lower bounds on the delay between the excitation of the gate and the triggering of its output is captured using a single clock [16–19]. It is common to model the uncertainty of switching of gates (gates can miss unstable signals, switching of gates can be after varying delays, etc.) using nondeterminism. The asynchronous circuit itself is then a product of 1-clock automata, where the automata synchronize on input-output signals of the respective gates, capturing the design of the circuit.

Consider two systems $I$ and $S$, each modeled as a product of 1-clock automata, where $S$ is a specification and $I$ is a refinement of $S$, where some components in $S$ have been implemented using lower level components. We are interested in checking whether all behaviors of $I$ are behaviors of $S$ as well. Let $X$ be the set of events present in the higher level specification $S$ and let $I$ contain events over the set $X \cup Y$, where $Y$ is the new set of events introduced in the implementation.

The problem of checking whether the timed behaviors of $I$ are included in that of $S$ translates into checking if $L(A_I) \subseteq L(A_S)$, where $A_I$ models the behaviors of $I$ and $A_S$ models the behaviors of $S$ in which the new events $Y$ can occur at any time and are ignored. Our results suggest a new way to answer this question. If $A_S = A_1 \parallel A_2 \parallel \ldots \parallel A_k$, where each $A_i$ is a 1-clock timed automaton, then we can perturb each component $A_i$ of $S$ and then take the product. Such a perturbation is natural in the setting of asynchronous circuits as they anyway model unpredictable perturbation of their signals. We can hence proceed to check whether $L(A_I) \subseteq L(\epsilon(A_1))\parallel L(\epsilon(A_2))\parallel \ldots \parallel L(\epsilon(A_k))$, which we know is decidable using the results of the previous sections. Notice that in the above expression, we first compute the $\epsilon$-perturbed languages corresponding to each component and then take the product, which ensures that synchronization is “fudged”. This fudging of synchronization is crucial: if we consider $L_\epsilon(A_1 \parallel \ldots \parallel A_k)$, then since
the automata can synchronize precisely on events, they can accept languages that check whether two events are precisely one unit apart, and the perturbed language of the products of 1-clock automata are not determinizable.

5 Conclusions

Motivated by the gap in the expressiveness in the nondeterministic and deterministic timed automata, and undecidability of the language inclusion problem for nondeterministic timed automata, we initiated the study of timed automata with perturbation in the clock rates. We have proved that one-clock automata are determinizable in presence of perturbation. For systems expressed as products of one-clock automata, this leads to a decidable language inclusion if we perturb individual components. However, if we allow perfect synchronization, and perturb the product, we lose determinization and complementability. The complexity of the inclusion test is exponential in the number of locations as well as the magnitudes of the constants. It remains open whether exponential dependence on the constants, including the perturbation error, can be avoided. There is an alternative way of introducing errors by perturbing the guards of the automaton instead of the clock rates: replace each atomic constraint $x \leq c$ by $x \leq c + \varepsilon$, and $x \geq d$ by $x \geq d - \varepsilon$. The resulting class of perturbed languages has similar properties as the class studied in the paper. Finally, perturbed languages are not closed under projection, and thus, checking language inclusion $L(I) \subseteq L(S)$, when the specification $S$ has internal events not mentioned in the implementation $I$, is not possible by our techniques even when $S$ is a product of perturbed one-clock components. Thus, checking equivalence of timed circuits composed of components with imperfect clocks, in terms of timed languages over inputs and outputs, remains an interesting open problem.
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